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Abstract 

The global food crisis is perceived to have a significant impact on the national food sector. Time series clustering, a 

potent data mining technique, is employed to decipher and interpret intricate temporal patterns. Dynamic Time Warping 

(DTW), a measure that currently appears to be the most relevant, is predicated on the distance between sequences of 

elements. This paper explores the application of DTW in data mining algorithms to cluster commodity prices in 

Indonesia, aiming for enhanced accuracy based on time series movement. The clustering algorithm employs the K-

Means method, necessitating a comprehensive description of the groups it forms. The analysis results reveal time series 

clustering for commodity prices using K-Means. Optimal results are achieved with five clusters, based on the commodity 

price trend. Influencing factors include seasonal variations and government policies related to consumer demand. It is 

imperative for the government to establish a robust market monitoring system to track commodity price fluctuations in 

real-time, thereby facilitating the design of effective price stabilization policies. The insights gleaned from this study can 

guide decision-makers in implementing targeted interventions to stabilize prices, bolster food security, and ensure 

sustainable economic growth. 
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1. Introduction 

The issue of the 2023 global economic recession will make Indonesia faced with problems in achieving prosperity 

for its citizens. This issue was reinforced by the World Bank in its report, which predicts the possibility of a global 

economic recession in 2023 [1]. In this study, a time series clustering approach is used to predict food commodity 

prices in Indonesia, while the DTW approach is used to group provinces in Indonesia based on their economic growth 

as an effort to prevent and address economic recessions, especially those related to food commodity prices in the 

country. The high food and energy commodity prices influenced the supply chain to trigger inflation in several sectors; 

at the same time, Indonesia's inflation rate reached 5.71% year on year (YOY) [2]. Efforts to control inflation by 

several central banks around the world have generally increased the benchmark interest rate [3]. 

According to the Central Bureau of Statistics (BPS), there are three global phenomena that have triggered a spike in 

food commodity prices. First, climate change is affecting global food production. Second, the conditions after the 
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COVID-19 pandemic. Third, the war between Russia and Ukraine, which further exacerbated food and energy 

scarcity. Some previous studies about the topic provided some information. According to research by Malau et al. [4], 

climate phenomena such as El Nino Southern Oscillation (ENSO), which consists of El Nino and La Nina, have the 

potential to impact on food commodity conditions. El Nino, which is followed by a decrease in rainfall, has a greater 

impact on rice and corn production. La Nina, which is accompanied by increased rainfall, has a greater impact on 

soybean production. The impact of the spread of COVID-19 has been felt by all countries, and its effects are 

widespread, bringing hard times and threatening food security that depends on world oil prices for millions of people 

[5]. The condition of food security in Indonesia is exacerbated by the impact of the Russia-Ukraine war, which has 

disrupted the availability of fertilizers, which are part of the food production process [6]. Therefore, the problem of 

food security is very urgent to overcome because the fulfillment of food needs is very important and strategic to 

maintain the sovereignty of the country, though not depending on food. Thus, the fulfillment of food needs is very 

important and strategic to maintain state sovereignty, though not depending on food imports from developed countries 

[7]. 

To realize strong, sustainable, balanced, and inclusive global economic growth, a high-level conference was held by 

the heads of state through the G20 Meeting. One of the expected achievements is the creation of national food security 

through coordinated stimulus on a large scale [8]. Issues related to food security, cases of hunger, improved nutrition, 

and sustainable agriculture have also been formulated in the number two Sustainable Development Goals (SDGs). The 

National Strategic Food Price Information Center (PIHPS) in Indonesia states that several national strategic food 

commodities that contribute significantly to the formation of volatile inflation figures are rice, shallots, garlic, cayenne 

pepper, granulated sugar, beef, chicken, and cooking oil. 

Time series data analysis has become an increasingly critical aspect of statistical research and data-driven decision-

making in various fields. With the proliferation of data collection technologies, temporal data sequences have become 

prevalent in domains such as finance, healthcare, environmental sciences, and beyond. Extracting meaningful patterns 

and structures from these time-varying data streams is essential for making informed decisions, generating accurate 

predictions, and gaining valuable insights into underlying processes [9]. 

Time series clustering, as a powerful data mining technique, has emerged as a vital tool to explore and interpret 

complex temporal patterns. The objective of time series clustering is to discover patterns in an unlabeled time series 

dataset by systematically grouping data into cohesive clusters, where objects within the same cluster exhibit maximum 

similarities, while minimizing similarities between objects belonging to different clusters. Clustering methods group 

similar time series together, providing a foundation for better understanding the dynamics and similarities among 

various sequences [9]. Among the wide array of distance metrics available for time series comparison, Dynamic Time 

Warping (DTW) has garnered significant attention for its capability to handle temporal distortions and variations, 

enabling the comparison of sequences with differing lengths and shifts in the temporal domain. 

DTW is a distance determination method that evaluates the similarity or difference between a pair of time series 

data. This method determines the optimal alignment between two-time series by stretching or compressing certain 

segments of the sequences. The ability of DTW to capture nonlinear alignments between sequences has demonstrated 

promising results in various domains, from anomaly detection and pattern recognition to forecasting and event 

analysis. Chen et al. [10] explored urban functional areas by utilizing social media data at the building level and 

employing DTW distance with k-medoids clustering. Their research showcased improved spatial understanding and 

granularity in uncovering spatial patterns and user interactions [11], but they faced challenges related to computational 

complexity and parameter tuning. Izakian et al. [12] explored fuzzy clustering with DTW distance, seeking to unravel 

complex time series patterns with soft cluster assignments. Their journey uncovered the robustness of DTW in 

handling temporal variations and enhancing cluster interpretability, but they encountered the challenge of parameter 

tuning while balancing granularity and uncertainty in diverse domains. In their quest for enhanced time series 

clustering, Huang et al. [13] presented an innovative method incorporating smooth subspace clustering. Their journey 

unveiled the advantages of Dynamic Time Warping (DTW) distance, showing Time Series k means outperformed 

traditional k-means in handling nonlinear patterns and reducing sensitivity to outliers. Time Series K-Means 

automatically assigns weights to timestamps based on the significance of the time interval during the batching process. 

K-Means Clustering is a clustering method that is influenced by initialization and requires determining the number of 

clusters [14]. 

Despite the existing body of research on the economic impacts of global phenomena and recessions, a critical 

literature gap persists in the specific context of Indonesia. Previous studies have acknowledged the global nature of 

challenges, such as climate change, post-COVID-19 conditions, and geopolitical conflicts like the Russia-Ukraine war, 

affecting food commodity prices. However, the unique economic landscape of Indonesia, with its diverse provinces 

and complex socio-economic factors, demands a more granular examination. Existing research, while providing 

valuable insights, often lacks a focused analysis on how these global phenomena directly influence Indonesia's 

economic dynamics, particularly in the realm of food commodity prices. Furthermore, the utilization of time series 

clustering and Dynamic Time Warping (DTW) in the economic analysis of Indonesia represents an unexplored frontier 
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in the literature. While time series analysis has gained traction in various domains, its application to predict food 

commodity prices and group provinces based on economic growth is a distinctive feature of this study. Thus, the 

research gap lies in the absence of a comprehensive investigation into the intricacies of Indonesia's economic 

challenges, specifically tied to global events, and the unique methodologies employed to address these issues in this 

study. 

The introduction highlights the unique use of the K-Means clustering algorithm and the specific focus on 

Indonesia's economic landscape. The literature review surveys prior research on time series clustering, identifying 

gaps, and setting the stage for the current study. The methodology details the research design, justifying the choice of 

K-Means, and outlining data collection and analysis. The results section presents key findings from the time series 

clustering analysis, discussing clusters and their implications for Indonesia's economic challenges. In summary, the 

article provides a well-structured exploration, contributing valuable insights into the economic dynamics of rising food 

commodity prices in Indonesia. 

2. Literature Review 

2.1. Dynamic Time Warping (DTW) 

Time series data cluster analysis has been extensively developed. For time series data, a variety of clustering 

algorithms can be used, such as hierarchical algorithms, grid-based algorithms, and boundary detection [15]. Instead of 

merely utilizing linear distance calculations like Euclidean, Manhattan, Canberra, and others, distance calculations 

employing Dynamic Time Warping (DTW), sometimes referred to as non-linear sequence alignment, are more 

realistic for usage in pattern comparisons. Under certain limitations, this approach is a well-known method for 

determining the best alignment between two supplied (time-dependent) sequences. K-Means is the clustering 

algorithm used in this study by DTW to cluster time series data [16, 17]. The only difference between this K-Means 

method and the standard one is how the closeness between members is determined. 

Let there be sequences by 𝑌 and 𝑍 represented time series data respectively: 

Y = 𝑦1 , 𝑦2, … , 𝑦𝑖 , … . , 𝑦𝑛 

Z = 𝑧1, 𝑧2, … , 𝑧𝑗 , … . , 𝑧𝑚 

  (1) 

(2) 
 

Prior to obtaining the best warping path, the distance between two points is represented by the elements of an n×m 

distance matrix, which is made up of 𝐷(𝑖, 𝑗) = 𝑑(𝑦𝑖 , 𝑧𝑗). By using the reiteration, the cumulative distance matrix is as 

follows: 

𝑀𝐷𝑇𝑊 = 𝑑(𝑦𝑖 , 𝑧𝑗) + 𝑚𝑖𝑛 {

𝑀𝐷𝑇𝑊(𝑖 − 1, 𝑗 − 1)

𝑀𝐷𝑇𝑊(𝑖 − 1, 𝑗)        

𝑀𝐷𝑇𝑊(𝑖, 𝑗 − 1)        

   (3) 

Where MDTW is cumulative distance, 𝑑(𝑦𝑖 , 𝑧𝑗) is the minimum value of the adjacent elements: 

DTW(y, z) = minΣk=1
c 𝜔k   (4) 

2.2. DTW Barycenter Averaging 

The DTW Barycenter Average (DBA) is a technique that builds upon DTW. DBA is an averaging method that 

minimizes the squared distance (DTW) to the average sequence by iteratively adjusting an initial (potentially arbitrary) 

average sequence [18]. The calculation of each average sequence coordinate as the barycenter of the corresponding 

coordinates of the sequence set is the fundamental idea of DBA. Rather, one or more coordinates from each sequence 

contribute to the updating of each average coordinate. Furthermore, by calculating the barycenter of this set of 

coordinates, the partial sum for each coordinate in the mean series can be minimized. In order to reduce the total Sum 

Within Groups of Squares (WGSS), each coordinate will therefore minimize its portion of the WGSS. Following the 

computation of each barycenter, the revised mean sequence is ascertained.. 

To get the coordinates of the average sequence at iteration 𝑖 + 1, let's take the set of sequences to be averaged 

(𝑆 = 𝑆1. … . 𝑆𝑁), the average sequence at iteration 𝐶 = < 𝐶1. … . 𝐶𝑇 >, and the update of 𝐶 at iteration 𝐶′ = <
𝐶1

′. … . 𝐶𝑇 >. Furthermore, each average sequence coordinate is defined in an arbitrary vector space 𝐸, which is often a 

Euclidean space: 

∀𝑡 ∈  [1. 𝑇]. 𝐶𝑡  ∈  𝐸   (5) 

We take into consideration the function assoc, which associates each average sequence coordinate with one or more S 

sequence coordinates. This function is calculated between C and every S sequence during the DTW computation. 

Next, we define the t^th coordinate of the average sequence 𝐶𝑡
′ as follows: 
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𝐶𝑡
′ =  𝑏𝑎𝑟𝑦𝑐𝑒𝑛𝑡𝑒𝑟 (𝑎𝑠𝑠𝑜𝑐 (𝐶𝑡))   (6) 

where, 

𝑏𝑎𝑟𝑦𝑐𝑒𝑛𝑡𝑒𝑟 {𝑋1. , , , . 𝑋𝛼} =
𝑋1 + , , , + 𝑋𝛼

α
   (7) 

(The vector addition is the addition of 𝑋𝑖.).  

2.3. K-Means Clustering 

The goal of K-Means Cluster Analysis, is to divide up existing objects into one or more clusters or groups of 

objects with similar characteristics are grouped together in one cluster, and objects with dissimilar characteristics are 

grouped together in a different cluster. Minimizing the objective function, which essentially aims to maximize 

variance across clusters and decrease variation inside one cluster, is the aim of the clustering process. The K-Means 

technique aims to combine all available data into a single group, where each group's data possesses unique attributes 

compared to the other groups data [19]. 

However, K-Means can run into some difficulties when applied to high-dimensional data. The main problem is 

“Curse of Dimensionality” [20]. In a high dimensional space, all data points tend to be far from each other and 

therefore are almost evenly distributed. This can reduce the effectiveness of K-Means clusters, because the distance 

between data points and cluster centroids may be similar for all clusters [21]. This results in clusters that are less clear 

and may not represent well the patterns present in the data. In this study, we will compare the effectiveness of the K-

Means clustering method with the use of Principal Component Analysis (PCA) to overcome the “Curse of 

Dimensionality”. 

2.4. Clustering Performance Evaluation 

The rand index and silhouette score are used to pick the optimum cluster criterion based on performance 

evaluation. The similarity of the outcomes from two distinct clustering techniques can be compared using the rand 

index [22]. Frequently represented as 𝑅, the rand index is determined by: 

𝑅 =
𝑎 + 𝑏

(
𝑛
2

)
 (8) 

𝑎: The frequency with which two items are part of the same clusters using two different clustering techniques. 

𝑏: The frequency with which two items are part of different clusters using two different clustering techniques. 

The rand index always takes on a value between 0 and 1 where:  

0: Denotes a disagreement between two clustering techniques regarding the clustering of any pair of elements. 

1: Shows that every element pair's clustering is exactly agreed upon by two clustering techniques. 

Each cluster is represented by a silhouette score. Silhouette score is a method used to see cluster density. All 

groupings are shown by plotting all the silhouettes into a single diagram, it is possible to compare the quality of the 

clusters [23]. 

𝑠(𝑖) =
𝑎(𝑖) − 𝑏(𝑖)

𝑚𝑎𝑥 (𝑎(𝑖). 𝑏(𝑖))
 (9) 

It is simple to determine whether a cluster has the ideal value for a certain cluster based on the silhouette score values. 

A score of less than zero for a given point indicates that it can be mapped to a cluster other than the one that contains 

the data point [23]. 

3. Method 

3.1. Algorithm of K-Means 

At this classification stage, as many as 10 types of existing food commodities will be combined using the K-Means 

method with the following steps: 

1. Determine the value or amount of 𝑘. 

2. Initialize cluster center k by randomizing data objects. 
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3. Determine the distance between each given object and the center to assign each object to its matching cluster 

center. Next, choose the center that is closest to the object.  

4. Compute the center of the new cluster by the average of all the members contained in each cluster. 

5. If no 𝑁 objects change membership, clustering is complete. If not, repeat steps 3 to 5. 

3.2. Algorithm of Dynamic Time Warping 

1. To ensure consistent intervals, normalize the data to be analyzed and reorganize it on a weekly basis. 2. 

2. Choose point 𝐾 to be the medoid that was initially grouped.  

3. Compute the DTW distance matrix successively from the remaining sample points to the 𝐾 medoid.  

4. Using the DTW distance, set the sample point to the closest medoid.  

5. Determine the new medoid by computing the sample points' absolute minimum error distance for each class 

cluster.  

6. When the medoid of each cluster type stops changing, go back to step 3 and end the process. 

Figure 1 shows the flowchart of the research methodology through which the objectives of this study were 

achieved. 

 

Figure 1. Flowchart of the methodology 

4. Result and Discussion 

4.1. Time Series Plot 

The data used in this study consisted of prices for 10 commodities, namely sugar, cooking oil, beef, chicken meat, 

onion, garlic, red chili, cayenne pepper, chicken eggs, and rice prices. The observation period was carried out on a 

weekly basis from March 2020 to February 2023, with a total of 157 weeks of observations. This data is obtained from 

the National PIHPS page. Figure 2 shows the time series plot for every commodity. 



Journal of Human, Earth, and Future         Vol. 5, No. 3, September, 2024 

324 

 

 

Figure 2. Time Series Plot for Commodities Price in Indonesia 

4.2. Min-Max Normalization 

Before time series clustering analysis is performed, the data needs to be normalized to scale the data into a uniform 

range, which is [0, 1]. Normalization is carried out with the aim that each commodity has the same range of values. 

This is important to do to prevent the dominance of one commodity that has a larger scale than other commodities. By 

normalizing, each commodity will make a balanced contribution to clustering analysis. The normalization method 

used is min-max normalization with each value in the data converted into a range of [0, 1] by maintaining the relative 

proportion between values. This normalization process can be carried out using the following formula: 

𝑥′ =
𝑥 − min(𝑥)

max(𝑥) − min(𝑥)
 (10) 

Where 𝑥 is the original value in the data and 𝑥′ is the normalized value. By applying this normalization, each 

commodity will have a value range between 0 and 1, thus allowing for a more balanced and objective clustering 

analysis. 

4.3. K-Means Clustering with Principal Component Analysis (PCA) 

This study our focus is on how effectively the Principal Component analysis (PCA) solves the Curse of 

Dimensionality in comparison to the K-Means clustering method. Moreover, this study employs PCA to mitigate the 
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Curse of Dimensionality problem by reducing the dimensionality of the data. This technique accomplishes 

dimensionality reduction by projecting data into lower-dimensional spaces while preserving the maximum variation in 

the data. In the context of clustering, PCA aids in compressing data, thereby enhancing the clarity of cluster patterns. 

Before proceeding to the clusterization, we will estimate the optimal cluster count based on changes in the elbow. 

In this research, the Elbow Method was employed for determining the optimal number of clusters, ranging from 2 to 9, 

using the K-Means clustering algorithm. the choice of evaluating the optimal number of clusters within the range of 2 

to 9 was influenced by the inherent nature of the dataset, where the commodities under investigation totalled 10, thus 

this research don’t include cluster 10 because it will have no meaning in this cluster analysis. The elbow of each 

cluster count, ranging from 2 to 9, is depicted in Figure 3 as follows: 

 

Figure 3. Elbow Method for K-Means 

In accordance with Figure 2, the optimal cluster count can be ascertained by identifying the sharpest turn or elbow. 

Figure 2 suggests that the data may align well with either 3 or 5 clusters. To establish the most suitable cluster count, 

this study conducts a comparative analysis of data distribution using 3 and 5 clusters. The performance of K-Means 

clusters between 3 and 5 clusters is depicted in Figure 4.  

 

(a) 

 

(b) 

Figure 4. K-Means Clusters Performance; (a) 3 Clusters; (b) 5 Clusters 

According to Figure 4, a cluster count of 5 demonstrates a good fit for data, effectively distinguishing data points 

based on their centroids. Consequently, K-Means will be conducted with 5 clusters. To enhance the visualization of 

the clustering result with 5 clusters, this study plots the time series data based on their respective clusters. The 

resulting plot is presented in Figure 5. 
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Figure 5. Time Series Cluster with 5 Clusters 

According to Figure 5, the K-Means for time series clustering with 5 clusters exhibits a strong performance in 

distinguishing commodities based on their data patterns. Each commodity price within a cluster shares similar data 

patterns, with the red line representing the average price of commodities within that cluster. The distribution of the 

clusters can be visualized in Figure 6 as follows: 

 

Figure 6. Cluster Distribution 

The distribution of clusters, visualized in Figure 6, provides valuable insights into the arrangement of commodities 

based on similar data patterns. This distribution serves as a precursor to the subsequent analysis, where the resultant 

clusters are detailed in a table along with the corresponding commodity names. Table 1 offers a comprehensive 

overview of how commodities are grouped within each cluster, linking the visual representation of clusters to specific 

results and associated commodities. 
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Table 1. K-Means Cluster with PCA Mapping 

Cluster 1 2 3 4 5 

Commodity 
Cooking Oil, Red 

Chili, and Rice 

Granulated Sugar 

and Beef 

Chicken Meat, 

Cayenne Pepper 
Garlic and Shallot Chicken Egg 

In this study employing time series clustering analysis, we identified distinct patterns within the temporal evolution 

of commodity prices. A K-means clustering algorithm, with a reproducible seed for consistency, revealed five 

discernible clusters. Cluster 1 encapsulates a time series pertaining to Cooking Oil, Red Chili, and Rice, suggesting 

potential interconnected market dynamics or shared economic influences. Cluster 2 consists of a time series associated 

with Granulated Sugar and Beef, indicating parallel trends possibly influenced by shared demand and supply factors. 

Cluster 3 showcases synchronized patterns in Chicken Meat and Cayenne Pepper prices, potentially linked to common 

agricultural conditions or consumer preferences. Cluster 4 comprises a time series concerning Garlic and Shallot, 

indicating congruent price dynamics potentially influenced by agricultural or market forces. Lastly, Cluster 5 

encompasses a time series related to Chicken Egg prices, implying shared factors impacting the poultry industry or 

seasonal variations. This clustering approach provides a structured methodology for discerning and interpreting 

temporal patterns within diverse commodity markets, shedding light on potential interdependencies and shared 

economic influences. 

5. Conclusion 

Based on the outcomes of the cluster analysis, commodities grouped in Clusters 1 and 4, specifically onions, garlic, 

sugar, chicken eggs, and rice, exhibit a notable stability in prices throughout the year. This resilience is attributed to 

their limited susceptibility to seasonal variations and consistent availability in the market. Conversely, commodities 

classified in Clusters 2 and 3, including chicken, cooking oil, red chili, cayenne pepper, and beef, demonstrate price 

fluctuations driven by factors such as seasonality, weather conditions, government policies, and shifts in consumer 

demand. Through the application of the K-Means method, this study attempts to group the time series data of food 

commodity prices into clusters that represent certain patterns of increase. The results of the analysis are expected to 

provide a deeper understanding of the dynamics of the food market in Indonesia. To address these dynamic price 

trends, it is imperative for the government to institute a robust real-time market monitoring system. Such a system can 

inform the development of effective price stabilization policies, encompassing interventions like strategic commodity 

stock management to mitigate the impact of excessively high or low prices. The importance of this research lies in its 

ability to identify patterns of price increases that may be difficult to understand directly by human observers. The 

implications of the results of this study may be useful for relevant parties in developing economic policies that are 

more appropriate and responsive to changes in food commodity prices in Indonesia. A comprehensive strategy 

involving collaboration among farmers, producers, traders, and consumers is essential for the successful management 

of commodity price fluctuations. 
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